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Abstract—The survivable logical topology mapping (routing)
problem in IP-over-WDM networks is to map each link in
the logical topology (IP layer) onto a lightpath in the physical
topology (optical layer) such that failure of a physical link does
not cause the logical topology to become disconnected. In this
paper, we propose a novel approach based on the concept of
protecting spanning tree set of the logical topology. We first
present necessary and sufficient conditions based on this concept
and study three optimization problems with varying degrees of
difficulty. We study a generalized logical routing problem with
the objective to protect the logical topology against maximal
number of physical link failures. The new problem aims to find a
survivable routing if one exists, or achieve maximal protection of
physical link failures otherwise. We also show that the problem is
equivalent to the minimum dominating set problem in bipartite
graphs. We discuss how one can use the column generation
technique to speed up the execution of this formulation which
obviates the need to find all spanning trees at the beginning of
the execution of this formulation. In addition, we also present a
heuristic approach which incorporates a method to augment the
logical topology with additional links to guarantee a survivable
routing, which only requires a shortest path algorithm and
an algorithm to generate an appropriate spanning tree. We
provide results of extensive simulations conducted to evaluate
our formulations and demonstrate the effectiveness of our new
approach.

I. INTRODUCTION

Wavelength-Division Multiplexing (WDM) technology is

widely applied in long-haul networks because of its high

bandwidth and reliability. The communication between two

end nodes on a WDM network is carried out through a

path, namely a lightpath, which utilizes a single wavelength

through optical nodes like optical cross-connects and optical

add-drop multiplexers without opto-electro-optical conversion

on intermediate optical nodes. Most data services nowadays,

like HTTP, VoIP, FTP, etc., apply a dominating protocol called

Internet Protocol (IP). For an IP-over-WDM network, the

traffic on each IP link is carried through a lightpath in the

WDM network. For a multi-hop data transmission in IP-over-

WDM network as shown in Fig. 1, the traffic on the 1-2-4
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Fig. 1. An example of potential lightpaths for logical link

path in the IP network is implemented through two lightpaths

1-2 and 2-3-4 in the WDM network.

Given an IP-over-WDM network with physical and log-

ical topologies GP = (VP , EP ) and GL = (VL, EL),
where VP (VL) represents physical (logical) nodes/vertices and

EP (EL) represents physical (logical) edges/links, a survivable

routing in such a network is usually determined by edge-

disjoint lightpath routing for logical edges. If any physical

link failure does not disconnect the logical topology, this

routing is called a survivable routing. For this problem two

lines of investigations have been pursued in the literature:

the mathematical programming based approach initiated by

Modiano and Narula-Tam [1], and the structural approach

initiated by Kurant and Thiran [2] and pursued further by

Thulasiraman et al. [3][4][5]. The mathematical program-

ming approach is not scalable for large networks, though

it gives considerable insight into certain important aspects

of the problem. The structural approach requires contraction

and expansion of logical graphs and computing link-disjoint

lightpaths between pairs of vertices in the physical topology.

This approach requires finding a set of mutually disjoint paths

between the nodes of a small subset of logical links, and so

considerably reduces the complexity.

In this paper, we propose a novel approach using multi-

ple logical spanning trees and their corresponding lightpath

routing to guarantee survivability. This idea was motivated by

the general concept that an IP network will be survivable if

there exists a logical spanning tree after any single link failure

in the WDM network. Here we aim to find a set of logical

spanning trees such that any physical failure will only cut off

chords with respect to one or several spanning trees in the

set thereby guaranteeing the existence of a logical spanning

tree after a single physical link failure. This approach has

several nice features. It only requires a shortest path algorithm

and an algorithm to generate an appropriate spanning tree.
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Contractions of graphs and disjoint path generation are not

required, which greatly reduces the computation time.

The rest of this paper is organized as follows. In Section II

we review early related research works. In Section III we

present several basic concepts and notations that form the

basis for discussion in the rest of the paper. Given a set

of spanning trees of the logical topology in Section IV we

present three optimization problems with varying degrees of

difficulty relating to our approach and discuss their Integer

Linear Program (ILP) formulations. One of these problems

is also shown to be equivalent to the minimum dominating

set problem in bipartite graphs. The other one presented in

Section IV-B gives a 2-stage approach to determine a subset

of spanning trees of the smallest cardinality that protects the

maximum number of physical links. To handle the general

case when the routing and the spanning tree set are to be

determined, we present in Section V a new ILP formulation.

We discuss how one can use the column generation technique

to speed up the execution of this formulation and also obviate

the need to store all spanning trees at the beginning of the

execution of this ILP. This Mixed-Integer Linear Program

(MILP) along with the column generation technique is called

RPTS-CGEN. For the general case we also present a heuristic

approach. We incorporate in this heuristic a method to augment

the logical topology with additional links to guarantee a

survivable routing. Our new heuristic has several nice features.

In Section VI we provide extensive simulations to evaluate the

performance of our MILP formulations and our heuristic. In

Section VII we conclude by summarizing our contributions.

This paper is a considerably expanded and revised extension

of our earlier work [6].

II. RELATED WORK

Survivability of a logical topology mapping (routing) can

be guaranteed if the lightpaths in the physical topology cor-

responding to this mapping are all link-disjoint. Since finding

disjoint paths between pairs of nodes is NP-complete [7],

survivable design of the logical topology in an IP-over-

WDM network is also an NP-complete problem. Modiano

and Narula-Tam [1] proved necessary and sufficient conditions

for survivable routing under a single failure in IP-over-WDM

networks and formulated the problem as an ILP. Todimala

and Ramamurthy [8] adapted the concept of SRLG introduced

in [9] and also computed the routing through an ILP formula-

tion. Extensions of the work in [1] are given in [10][11]. Lee

et al. [10] introduced certain connectivity metrics for layered

networks and provided ILP formulations for the lightpath

routing problem satisfying these metrics. In particular, they

provided approximation algorithms for lightpath routing max-

imizing the minimum cross layer cut metric which captures

the robustness of the networks after multiple physical link

failures. Kan et al. [11] discussed the relationship between

survivable lightpath routing and spare capacity requirements

on the logical links to satisfy the original traffic demands after

failures. Lin et al. [12][13] introduced the concepts of weakly

and strongly survivable routings and provided MILP formula-

tions for generating a logical topology routing and rerouting

(after a physical link failure) to maximize the total satisfied

demand before and after a failure. They also considered the

question of spare capacity minimization to maximize the

demand satisfaction. Lin et al. [14] considered how lightpaths

used for survivable routing can be combined with monitoring

trails [15][16] to achieve localization of physical link failures.

Zhou et al. [17] provided MILP formulations for cross-layer

survivability under multiple metrics, including the cross-layer

cut introduced by Lee and Modiano [10]. These formulations

have been directly adopted in the study of the survivable

network virtualization problem [18][19].

A common drawback of ILP approaches is that they are

not scalable as the network size increases. Hence, heuristic

approaches that provide approximations to the optimal solu-

tions are presented. To handle the drawback of ILP approaches,

Kurant and Thiran [2] proposed the Survivable Mapping by

Ring Trimming (SMART) framework which first attempts to

find link-disjoint paths for the links of a subgraph of the

given logical graph. If such mapping exists, the subgraph

is contracted. The procedure is repeated until the logical

graph is contracted to a single node, or at some step disjoint

mappings cannot be found. In the former case, the resulting

mappings define a survivable mapping of the given logical

graph. Another approach proposed by Lee et al. [20] utilized

the concept of ear-decomposition on bi-connected topologies.

One can show that this is, in fact, a special variant of the

framework given in [2], though it was developed indepen-

dently. Javed et al. [21][22] obtained improved heuristics based

on SMART. Using duality theory in graphs, a generalized

theory of logical topology survivability was given by Thu-

lasiraman et al. [3][4][5]. Thulasiraman et al. [23] considered

the problem of augmenting the logical graph with additional

links to guarantee the existence of a survivable mapping. It

has been shown in [23] that if the physical network is 3-

edge connected, survivability-guaranteed augmentation of the

logical topology is always possible. An earlier work that

discussed augmentation is in [24].

III. BASIC CONCEPTS AND NOTATIONS

We let GP = (VP , EP ) and GL = (VL, EL) represent the

physical and logical networks, respectively. The relationship

between GP and GL is that VL ⊆ VP . We let i, j denote

physical nodes and s, t denote the logical nodes. We let e

and (i, j) denote physical edges and u, v and (s, t) denote the

logical edges. Edges and links as well as nodes and vertices

will be used interchangeably.

Without loss of generality, we keep the indices of logical

nodes the same as their corresponding physical nodes. For

a logical edge u we find a path pu in GP whose start and

end nodes are the two corresponding nodes of u. We call pu

the lightpath of u. The failure of any physical edge in pu

disconnects pu and its corresponding logical edge u. We let

i(u) and j(u) be the physical nodes of logical edge u, and

s(e) and t(e) be the logical nodes of physical edge e. If u

connects s(u) and t(u), then, (s(u), t(u)) = u.

Definition 1: Given a logical spanning tree denoted as

τ, τ ∈ GL, we define τC as the co-tree of τ with τC = GL\τ .
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Fig. 2. The lightpath, spanning tree, and mapping example

Definition 2: Given a logical spanning tree collection,

denoted as T , whose elements are spanning trees in GL. We

define T C as the spanning co-tree collection of T if its

elements are the co-trees of the elements in T .

Definition 3: Mapping and co-mapping of substructures

in the logical network:

1. Mapping M maps each logical edge v to a lightpath, that

is, M : v → pv with v ∈ EL. (Note: Here M(v) also

stands for the edges in the path pv .)

2. Mapping M maps τ to a subgraph of the physical

network; that is, M : τ →
⋃
v∈τ

M(v).

3. Mapping M maps T to a subgraph of the physical

network, M : T →
⋃

τ∈T

M(τ).

4. Co-mapping MC maps logical edge v to a subgraph of

the physical network, MC : v → GP \M(v) with v ∈
EL.

5. Co-mapping MC maps τ to a subgraph of the physical

network, MC : τ → GP \
⋃
v∈τ

M(v); that is, MC(τ) =
⋂

v∈τ M
C(v)

6. Co-mapping MC maps T to a subgraph of the phys-

ical network, MC : T →
⋃

τ∈T

(GP \M(τ)); that is,

MC(T ) =
⋃

τ∈T
MC(τ).

As in 1. in Definition 3, in all cases M(·) stands for all the

edges in the corresponding subgraph.

The relationship between the mapping of logical edge, τ ,

and T is as follows:

1. M(τ) =
⋃

v∈τ M(v) =
⋃

v∈τ p
v .

2. M(T ) =
⋃

τ∈T
M(τ) =

⋃
v∈τ,τ∈T

M(v) =⋃
v∈τ,τ∈T

pv .

Definition 4: Given a routing of all the logical links in an

IP-over-WDM network and a logical spanning tree collection

T . If physical link (i, j) is in MC(τ), τ ∈ T , then τ is said

to protect (i, j), and so τ is called a protecting spanning

tree of (i, j). If for every physical link (i, j), there exists a

spanning tree in T which protects (i, j), then the routing is

a survivable routing, and T is called a protecting spanning

tree collection.

Definition 5: Given a routing of the logical network, the

set [T ,M(T ),MC(T )] where T is a protecting tree set is

survivable if MC(T ) = EP .

Lemma 1: A routing of the logical topology can survive

any single link failure if and only if there exists a logical

protecting spanning tree set T such that MC(T ) = EP .

Proof: We first recall that if a physical link (i, j) is not

used in the routing of any branch of a logical protecting

spanning tree τ then (i, j) ∈ MC(τ). Also, a graph is

connected if and only if it contains a protecting spanning tree.

Necessity: Suppose a given logical topology routing is surviv-

able. Then, for any physical link (i, j), the logical topology

contains a spanning tree τ that remains connected after the

failure of (i, j). In other words, no branch of τ is routed

through (i, j). So (i, j) ∈ MC(τ). Let T be the collection

of all spanning trees of the logical topology such that for each

(i, j), a spanning tree τ ∈ T remains connected after the

failure of (i, j). Then MC(T ) =
⋃

τ∈T
MC(τ) = EP . So

T is the required spanning tree set for the given survivable

routing.

Sufficiency: Given a logical topology routing. Suppose there

exists a logical spanning tree set T such that MC(T ) = EP .

Then for each (i, j) there exists at least one spanning tree

τ ∈ T such that (i, j) ∈MC(τ). This means that none of the

branches of τ are routed through (i, j). So when (i, j) fails, the

tree τ remains connected and so the logical topology remains

connected. Since this is true for each physical link (i, j), it

follows that the given logical topology remains connected after

any physical link failure and the routing is survivable.

�

Example 1: We illustrate the above definitions using Fig.

2. τ1 = {(1, 2), (2, 6), (6, 4)} and τ2 = {(1, 6), (1, 4), (4, 2)}
are two protecting spanning trees in GL. The

lightpaths are p12 = {(1, 2)}, p26 = {(2, 5), (5, 6)},

p46 = {(4, 5), (5, 6)}, p16 = {(1, 6)}, p14 = {(1, 4)},

and p24 = {(2, 3), (3, 4)}. The mapping and co-mapping

of logical edge (2, 6) are p26 = {(2, 5), (5, 6)} and

{(1, 2), (1, 4), (1, 6), (2, 3), (3, 4), (4, 5)}, respectively.

The mapping of τ1 is M(τ1) = {p12, p26, p64} =
{(1, 2), (2, 5), (4, 5), (5, 6)}, and its co-mapping is

MC(τ1) = {(1, 4), (1, 6), (2, 3), (3, 4)}. The mapping of

τ2 is M(τ2) = {p16, p14, p24}, and its co-mapping is

MC(τ2) = {(1, 2), (2, 5), (4, 5), (5, 6)}. Based on the

definitions above, T = {τ1, τ2} is a protecting spanning

tree collection and the routing of the lightpaths is survivable

because T ’s co-mapping MC(T ) = EP .

If a survivable routing cannot be found, we still aim to find

a routing which protects a maximal number of physical link

failures. Thus, we introduce the following definition.

Definition 6: A given logical topology routing is partially

survivable if there exists a T , where MC(T ) 6= EP and

MC(T ) 6= ∅.

An example of partial survivability in a given IP-over-WDM

network is given as follows.

Example 2: If the spanning tree collection in Example

1 is changed to T = {τ1}, then any failure in physi-

cal edges (1, 4), (1, 6), (2, 3), and (3, 4) does not discon-

nect τ1, but a failure of the other physical edges discon-

nects τ1. Therefore, [T ,M(T ),MC(T )] is partially survivable

with M(T ) = {(1, 2), (2, 5), (4, 5), (5, 6)} and MC(T ) =
{(1, 4), (1, 6), (2, 3), (3, 4)}.
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IV. PROTECTING SPANNING TREE SET OPTIMIZATION

AND ILP FORMULATIONS

In this section we present three optimization problems with

different levels of difficulty relating to protecting tree set

selection for survivability. For each problem we present and

discuss an (M)ILP formulation. For all these optimization

problems we assume that a collection T of spanning trees

of the logical graph is given. We consider the general case

without this assumption in Section V.

Basically we want a routing and a spanning tree set (a subset

of spanning trees) such that at least one tree in the set remains

connected after a physical link failure. If such a tree set and

a routing do not exist then the given logical topology does

not admit a survivable routing. Ideally, the set of all spanning

trees of the logical topology is to be given as input to the ILP.

But this set is exponentially large. To handle this complexity,

we limit the size of the set of trees to be given as input. The

larger the set, the more likely will be the chance of getting a

survivable routing for the given set of trees.

Given GP = (VP , EP ), GL = (VL, EL), and a logical

spanning tree collection T . Our first approach, the MPTS

formulation in Section IV-A, aims to find a survivable routing

with the minimum number of spanning trees selected from T .

The MPTS is with survivability constraints (2) – (5) based

on Lemma 1, which requires an additional assumption that a

survivable routing does exist with the given T ; otherwise, the

routing would not be generated and none of the trees in T
would be selected.

We further explore in Section IV-B the generalized solution

approach which is capable of providing a survivable routing

when it exists, or otherwise protects a maximal number of

physical links with a minimal number of spanning trees in

T . We solve this generalized problem and demonstrate that it

can be solved to optimality through a decomposed two-stage

approach.

Stage I: we determine the largest number of physical links that

can be protected using the given set of trees. Let the cardinality

of this physical link set be Λ; and

Stage II: we determine the smallest subset of the given trees

that protects these Λ physical links.

Section IV-C shows the relationship between the MPTS and

the minimum dominating set problem, and Section IV-D

provides the properties of the optimal protecting spanning tree

set. We wish to note that the overall goal of Section IV is to

find a survivable routing utilizing the protecting spanning tree

set, or achieve partial survivability against a maximal number

of physical link failures.

The variables used in the formulations in Section IV are as

follows:

xℓij : binary variable, xℓij = 1 if ℓ protects GL after the

failure of (i, j)
yℓ: binary variable, yℓ = 1 if spanning tree ℓ is selected

zstij : binary variable, zstij = 1 if (s, t) is routed through

(i, j)
fst: binary variable, fst = 1 if (s, t) is a branch in a

selected spanning tree and has a routing

βℓ
ij : binary variable, βℓ

ij = 1 indicates that (i, j) is

protected by a spanning tree ℓ

gij : binary variable, gij = 1 indicates the failure of

physical link (i, j) disconnects GL

A. Minimum Protecting Spanning Tree Set Problem (MPTS)

Given a collection T of logical spanning trees, and assuming

that there exists a survivable routing under which all the

physical links are protected by the trees in T , the Minimum

Protecting Spanning Tree Set (MPTS) problem is to determine

a routing of all the logical links that minimizes the cardinality

of the subset of T that protects all the physical links. The

following is an ILP formulation of the MPTS problem.

(MPTS) min
y

∑

ℓ∈T

yℓ

s.t.
∑

(i,j)∈EP

zstij −
∑

(j,i)∈EP

zstji =





1, if s = i, (s, t) ∈ EL

−1, if t = i, (s, t) ∈ EL

0, otherwise

(1)

zstij + zstji ≤ 1− xℓij , (s, t) ∈ ℓ, ℓ ∈ T , (i, j) ∈ EP (2)

βℓ
ij ≤ xℓij + xℓji, ℓ ∈ T , (i, j) ∈ EP (3)

βℓ
ij ≤ yℓ, ℓ ∈ T , (i, j) ∈ EP (4)
∑

ℓ∈T

βℓ
ij ≥ 1, (i, j) ∈ EP . (5)

yℓ, z
st
ij , β

ℓ
ij , fst ∈ {0, 1}, ℓ ∈ T , (s, t) ∈ EL, (i, j) ∈ EP (6)

We now discuss each constraint in the ILP for the MPTS

problem.

Route (Lightpath) Selection: Constraint (1) selects a light-

path for each logical link (s, t) using the flow conservation

principle. zstij = 1 if (s, t) is routed through physical link

(i, j); otherwise, zstij = 0. Constraint (2) relates zstij and xℓij
where xℓij = 1 if tree ℓ protects physical link (i, j). If a logical

link (s, t) ∈ ℓ is routed through (i, j) (that is, zstij + zstji = 1),

then constraint (2) forces xℓij = 0.

Protecting Property of Selected Spanning Trees: We let

variable βℓ
ij indicate whether physical link (i, j) is protected

by a selected spanning tree ℓ or not. The value of βℓ
ij is

bounded by one of the following.

i) If xℓij + xℓji = 1 and yℓ = 1, then, βℓ
ij = 0 or 1.

ii) If xℓij + xℓji = 1 and yℓ = 0, then, βℓ
ij = 0.

iii) If xℓij + xℓji = 0 and yℓ = 1, then, βℓ
ij = 0.

iv) If xℓij + xℓji = 0 and yℓ = 0, then, βℓ
ij = 0.

The above requirements can be achieved by constraints (3) –

(5).

To guarantee that each (i, j) is protected by a selected

spanning tree ℓ (i.e., yℓ = 1), we need

∑

ℓ∈T

(
xℓij + xℓji

)
yℓ ≥ 1, (i, j) ∈ EP ,
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which is a non-linear inequality. To linearize this, we have
∑

ℓ∈T

(
xℓij + xℓji

)
yℓ

≥
∑

ℓ∈T

βℓ
ij , [because of constraints (3) and (4)]

=
∑

ℓ∈T ,(xℓ
ij
+xℓ

ji
)=1 and yℓ=1

βℓ
ij , [because βℓ

ij = 0,

when (xℓij + xℓji) = 0 or yℓ = 0]

≥1, [because of constraint (5)].

Thus, constraints (3) – (5) guarantee that∑
ℓ∈T

(
xℓij + xℓji

)
yℓ ≥ 1, for (i, j) ∈ EP . In other

words, constraints (3) – (5) provide the survivable condition

under any physical link failure as they guarantee that the

trees selected protect all the physical links.

We wish to note that if T includes all the logical spanning

trees, the infeasible solution of the MPTS indicates that a

survivable routing does not exist in a given IP-over-WDM

network.

B. Minimum Protecting Spanning Tree Set and Maximum Link

Protection Problem (MPTS-MaxLP)

Given a collection T of spanning trees of the logical

graph, the Minimum Protecting Tree Set and Maximum Link

Protection Problem (MPTS-MaxLP) is to determine a routing

of all the logical links that minimizes the cardinality of the

subset of T that protects the largest number of physical links.

Let a pair (g, y) correspond to a routing of the logical links

if y is the cardinality of a subset of T that protects g physical

links under the routing. A solution to the MPTS-MaxLP

problem gives the pair (gmax, ymin) that has the property

gmax ≥ g and ymin ≤ y

for any (g, y) for the given collection of logical spanning trees.

This problem can be solved using a 2-stage approach. In the

following, gij = 1 if after the failure of physical link (i, j) at

least one ℓ ∈ T remains connected; otherwise, gij = 0.

Stage 1. With a given T , determine max
∑

(i,j)∈EP
gij =

Λ
Stage 2. Determine a minimum subset of T such that∑

(i,j)∈EP
gij ≥ Λ.

The following are the formulations for these two stages:

Stage 1:

Λ = max
g

∑

(i,j)∈EL

gij

s.t. Constraints (1), (2), and (6)

gij ∈ {0, 1}, (i, j) ∈ EP (7)
∑

ℓ∈T

xℓij ≥ gij , (i, j) ∈ EP (8)

Stage 2:

min
y

∑

ℓ∈T

yℓ

s.t. Constraints (1) – (4) and (6) – (8)
∑

(i,j)∈EP

gij ≥ Λ (9)

∑

ℓ∈T

βℓ
ij ≥ gij , (i, j) ∈ EP (10)

Theorem 1: This two-stage approach provides the Pareto

optimal solution for MPTS-MaxLP.

Proof: The MPTS-MaxLP problem can be formulated as

a bi-criteria optimization problem as follows:

max
g

∑

(i,j)∈EL

gij and min
y

∑

ℓ∈T

yℓ

s.t. Constraints (1) – (4), (6) – (8), and (10)

The Pareto optimal [25] solution of a bi-criteria optimization

problem is non-dominated by other feasible solutions. We

prove by contradiction that the optimal solution (g∗, y∗) of the

stages 1 and 2 formulations is non-dominated. If (g∗, y∗) is

dominated, then there exists (g′, y′), where
∑

(i,j)∈EL
g′ij ≥∑

(i,j)∈EL
g∗ij and

∑
ℓ∈T

y′ℓ ≤
∑

ℓ∈T
y∗ℓ , which contradicts

the assumption that g∗ = maxg
∑

(i,j)∈EL
gij . Thus, our

conclusion holds. �

The objective (number of protecting trees) used in stage 2

is of both theoretical and practical value. It helps to determine

the theoretical limit on the smallest size of the protecting tree

set that can protect a given number of physical link failures

and hence the average number of trees required per each

logical link. It is a generalization (to the 2-layer case) of the

classical combinatorial optimization problem of determining

the number of trees required to cover all the edges of a graph.

The generalization lies in finding the smallest subset of logical

trees that maximizes the size of the protected physical link set.

Its practical value lies in approximating the largest number of

failures that can be protected and limiting the computational

complexity. If one is interested in only the maximum number

of physical links protected then the problem considered in

this section can be limited to stage 1 whose objective is

to maximize the number of physical links protected. After

completion of both the stages we can augment the logical

topology to protect the unprotected physical links. A method

for augmentation is presented in Section V.

C. Minimum Dominating Set and the MPTS Problem

In the two optimization problems considered we seek a

routing of the logical links that achieves certain objectives.

A special case of the MPTS problem is to find a minimum

protecting tree set given a collection of spanning trees T as

well as a routing. We refer to this problem as MPTS-S. Note

that in the MPTS-S problem, the values of zstij are known and

so the ILP formulation of this problem is obtained by removing

constraint (1) from the ILP formulation given in Section IV-A
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for the MPTS problem.

(MPTS-S) min
∑

∀ℓ

yℓ (11)

s.t. Constraints (2) – (6) (12)

We can also give a graph theoretic formulation using the

concept of dominating set. Given an undirected graph G =
(V,E), a node v is said to dominate node w if v is adjacent

to w. A subset S of V is a dominating set of G if every vertex

u ∈ V \S is adjacent to a vertex in S. A dominating set with

minimum cardinality is called a minimum dominating set of

G.

Given a logical spanning tree collection T , a routing of the

logical links, and a bipartite graph G with bipartition (X,Y ).
Let each node in X represent a tree in T and each node in

Y represent a physical link. Let edge (u, v) ∈ G if and only

if the tree corresponding to u ∈ X protects the physical link

represented by the node v ∈ Y . Then it can be seen that a

minimum dominating set of G is a solution for the MPTS-S

problem.

D. Properties of an Optimal Protecting Spanning Tree Col-

lection T ∗

Property 1: If a survivable logical topology routing exists,

then no logical link is presented in all the spanning trees in

T ∗.

Proof: Suppose a logical link u is in all spanning trees in

T ∗. Then failure of any physical edge in the lightpath of u

will disconnect u and hence all the spanning tree in T ∗. This

contradicts the definition of an optimal protecting spanning

tree collection. �

Property 2: If a survivable logical topology routing exists,

then the logical topology GL is a subset of the corresponding

optimal co-tree collection T C∗.

V. APPROACHES FOR THE GENERAL CASE

In this section, we consider the general case when a protect-

ing spanning tree set and a routing are to be determined, which

requires to solve a large scale MILP. The column generation

technique [26] can be used to solved it efficiently, but not all

MILP formulations are amenable for the column generation

technique. With this in view, we present in Section V-A

a new formulation which is amenable for the incorporation

of the column generation technique. This technique allows

generating one column (in our case, a spanning tree) at a time

as and when needed obviating the need for generating and

storing all spanning trees before the execution of the linear

program. This technique consists of two parts: a restricted

master problem and a subsequent problem that is derived from

the original problem. The role of the restricted problem is

to find the current optimal solution and compute the dual

variables associated with the current solution. Due to the

exponential number of columns involved, the restricted master

problem keeps a small subset of columns and generates

feasible solutions within the feasible region of the original

problem. The subproblem is used to test whether the current

solution is optimal over all feasible solutions.

A. RPTS-CGEN: A New Formulation Integrated with Column

Generation Technique

We introduce extra notations Pu which is the set of all

possible lightpaths for logical link u and P which is the set of

all possible lightpaths for all logical links, i.e., P = ∪u∈EL
Pu.

We let ηp denote the lightpath routing selection, where ηp =
1 if p is selected. We let δpe represent if path p is routed

through physical link e. If not, δpe = 1; otherwise, δpe = 0.

We let ξℓu represent whether a logical edge u is in a logical

spanning tree ℓ or not; if yes, ξℓu = 1; otherwise, ξℓu = 0. We

then reformulate the survivable IP-over-WDM routing problem

with spanning trees based on the column-based variables as

follows:

(RPTS-1) max
x,η

∑

e∈EP

∑

ℓ∈T

xℓe

s.t.
∑

p∈Pu

ηp ≤ 1, u ∈ EL (13)

∑

ℓ∈T

xℓe ≤ 1, e ∈ EP (14)

∑

ℓ∈T

ξℓux
ℓ
e ≤

∑

p∈Pu

δpeηp, u ∈ EL, e ∈ EP (15)

xℓe, ηp ∈ {0, 1}, ℓ ∈ T , p ∈ P, e ∈ EP (16)

Constraint (13) restricts that each logical link only selects a

lightpath as its routing. Constraint (14) ensures that a physical

link is protected by at most one selected logical spanning tree.

Constraint (15) guarantees that if a logical edge u is in a

logical tree which protects physical link e, then, the lightpath

routing would not go through the protected physical link e.

Constraint (16) provides the feasible region for all variables.

The above formulation guarantees the survivability of routing

in the IP-over-WDM with logical protection spanning trees.

With constraints (13) and (14), the upper bounds for vari-

ables ηp and xℓe are restricted to be one. Hence, the linear

relaxation model (RPTS-R) for (RPTS-1) is as follows:

(RPTS-R) max
x,η

∑

e∈EP

∑

ℓ∈T

xℓe

s.t. Constraints (13) – (15)

xℓe, ηp ∈ R+, ℓ ∈ T , e ∈ EP , p ∈ P (17)

1) Pricing: We let αu, βe, and γue represent the dual

variables corresponding to constraints (13) – (15) and discuss

the pricing for the protecting spanning tree selection variable

xℓe and lightpath selection variable ηp.

a) Pricing for Lightpath Selection Variable: The pricing

problems for the lightpath selection variable ηp are disjoint

for each logical edge u ∈ EL and therefore can be solved

separately. Given the dual variable (αu, γ
u
e ) for RPTS-R, the

reduced cost for variable ηp, p ∈ Pu is

−αu +
∑

e∈EP

γue δ
p
e . (18)

With a given Pu, the dual problem of RPTS-R is feasible if the

reduced cost −αu+
∑

e∈EP
γue δ

p
e ≤ 0. Rather than examining
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them separately, we treat all feasible routes in Pu implicitly

by solving an optimization subproblem

χ = max
p∈Pu

{
−αu +

∑

e∈EP

γue δ
p
e

}
. (19)

To solve the above subproblem, we let ρpe represent whether

lightpath p is routed through e; if yes, ρpe = 1, otherwise

ρpe = 0. Hence, we have δpe + ρpe = 1 for all p ∈ P and

e ∈ EP . Since α ≥ 0,

χ =− αu + max
p∈Pu

{
∑

e∈EP

γue δ
p
e : p ∈ Pu

}

=− αu +
∑

e∈EP

γue − min
p∈Pu

{
∑

e∈EP

γue ρ
p
e : p ∈ Pu

}

minp∈Pu

{∑
e∈EP

γue ρ
p
e : p ∈ Pu

}
leads to a shortest path for

the logical node pairs of u with non-negative weights.

b) Pricing for Protecting Spanning Tree Selection Vari-

able: The pricing problems for the tree variable xℓe are disjoint

for each physical link e and can be solved separately. Given

the dual variable (βe, γ
u
e ), the reduced cost for variable xℓe is

1− βe −
∑

u∈EL

γue ξ
ℓ
u. (20)

To evaluate whether a dual solution is feasible or not, we verify

the solution of

ψ = max{1− βe −
∑

u∈EL

γue ξ
ℓ
u}. (21)

Since βe > 0, maximizing ψ leads to the calculation of

ζ = min
{∑

u∈EL
γue ξ

ℓ
u : e ∈ EP

}
, which is the cost of

a minimal cost spanning tree in the logical network with

nonnegative weights, and can be solved efficiently with Prim’s

algorithm [27]. If 1 < ζ + βe, then, the logical spanning

tree selection has a negative reduced cost and is added to the

restricted formulation.

2) Generation of New Columns: If in each iteration, either

χ ≥ 0 or ψ ≥ 0, then the column corresponding to the

optimal primal solution at the iteration has positive reduced

cost. The corresponding route and spanning tree based on

−αu +
∑

e∈EP
γue − minp∈Pu

{∑
e∈EP

γue ρ
p
e : p ∈ Pu

}
and

min
{∑

u∈EL
γue ξ

ℓ
u : e ∈ EP

}
can be added to create a new

restricted linear programming master problem. Note here that

the formulation for ξ and ψ at each iteration corresponds to

u ∈ EL and e ∈ EP . Therefore, in each iteration, multiple

columns corresponding to selected routes and trees may be

added to the master problem.

3) Stop Criteria: If χ = 0 and ψ = 0 in an iteration, then

the dual variable set (αu, βe, γ
u
e ) is dual feasible. By the strong

duality theorem of linear programming, the dual and primal

optimal of the (RPTS-R) is achieved.

The MILP formulation RPTS-R integrated with the column

generation technique will be called RPTS-CGEN.

B. The Protecting Spanning Tree Algorithm ProHst: A Heuris-

tic for the General Case

We now present a heuristic to find a survivable routing for

the general case when the logical spanning tree set is not given.

We first introduce some extra notations for the algorithm.

Let PM be the collection of logical spanning trees and their

corresponding lightpath routing; i.e., PM = {(τ,M(τ))}. Let

QM = {[e,Q(e)]}, Q(e) = {u : e ∈ M(u), e ∈ EP , u ∈
EL}; i.e., QM is a collection of physical edges e and their

corresponding logical edges Q(e) whose lightpaths are routed

through these physical edges. Let w(e) and w(u) be the

weight on physical edge e and logical edge u, respectively,

and w(τ) =
∑

u∈τ w(u) be the weight of τ . α and β are the

penalty functions used to adjust the weights of physical and

logical links.

Algorithm 1 has two parts: generating a protecting spanning

tree set and routing, and logical network augmentation. The

weights on logical and physical edges are initialized to be

1 and the first logical spanning tree and the corresponding

lightpaths for tree branches are generated. Following that, the

weights of tree branches in the selected logical spanning tree

τ and the weights of physical edges on the lightpaths of τ are

both increased. τ and its lightpath routing, (τ,M(τ)), are then

stored in PM and MC(i)(T ) is updated with physical edges

not utilized by τ .

Note that the purpose of assigning weights to logical links

is to avoid generating new logical spanning trees with edges

which are already in the current spanning tree set. We also

assign weights to the physical links such that lightpaths for

unmapped branches in the newly selected logical spanning tree

would also avoid utilizing the same physical links in existing

lightpaths.

After increasing the weights, the algorithm picks a minimum

weight logical spanning tree which has at least an unmapped

logical edge u and generates its lightpath pu with a shortest

path algorithm. The above procedure is repeated till each

logical edge has a designated lightpath.

For each tree in the spanning tree collection, there exist

physical edges not utilized by the routing of tree branches.

In other words, the failure of these physical edges will not

disconnect the spanning tree. Hence, the lightpath routing is

survivable if the union of unutilized physical edges of all

trees in the tree collection is EP ; otherwise, there exists a

physical edge whose failure will disconnect all trees in the

tree collection. In the latter case, logical augmentation plays

an important role to guarantee survivability. We use Fig. 3 to

illustrate the logical augmentation method.

Given Fig. 3 as the physical topology, let the initial rout-

ing of logical edge u be M(u) = {(1, 4), (4, 5), (5, 8)},

where i(u) = 1 and j(u) = 8. Since an edge-

disjoint path pũ to pu does not exist, two edge-disjoint

paths for u, pu = {(1, 2), (2, 3), (3, 5), (5, 8)} and pũ =
{(1, 4), (4, 6), (6, 7), (7, 8)} are required to protect u from

failure. In other words, we need to add two parallel logical

edges with pu, pũ as their routing.

With a given logical link u and its lightpath pu, we have

two types of mapping for logical augmentation: (1) single

augmentation: we augment logical link u with parallel link ũ
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Fig. 3. Example illustrating the need for augmentation

and assign pũ as a lightpath of ũ if there exists an edge-disjoint

path pũ to pu; and (2) double augmentation: if an edge-disjoint

lightpath of pu does not exist, then we augment two logical

links u1 and u2 parallel to u and generate two edge-disjoint

paths connecting i(u) and j(u) as their lightpaths, which

are used to replace the original logical link and its lightpath

routing.

Let m = |EL|, n = |VL|, q = |EP |, r = |VP |. Without

loss of generality, we assume that m ≥ n, q ≥ r. In our

heuristic every tree contains at least one logical link that

was not present in previously selected trees. So the heuristic

requires at most m − n + 2 trees. As regards complexity of

the heuristic, it uses three algorithms: minimum spanning tree

algorithm (MST), shortest path algorithm (SP) and disjoint

paths algorithm (DP). The complexity of MST algorithm

(Kruskal’s algorithm, running on the logical network) is

O(m log n) and it is used at most 2(m − n + 1) + 1 times

(due to lines 1 and 12 – 14). The complexity of the SP

algorithm (running on the physical network) is O(q+ r log r)
and is used m times. The DP algorithm (running on the

physical network) has complexity O(q + r log r) and is used

at most m times. So the overall complexity of the heuristic is

O(m(2m−2n+3) log n+2m(q+r log r)). Note that the DP

algorithm can be implemented using a max flow algorithm or

Suurballe’s algorithm [27][28].

VI. SIMULATION

In this section, we provide experimental results demonstrat-

ing the effectiveness of our approach. Specifically, our results

stated below cover comparative evaluation of RPTS-CGEN

and our heuristic ProHst.

1) Comparison of RPTS-CGEN with the MILP formulation

(to be called DSS) given in [29].

2) Comparison of RPTS-CGEN with ProHst.

Symbols used are defined in Table I.

A. Comparison of RPTS-CGEN with the MILP formulation

DSS [29]

DSS was the first MILP formulation for the survivable

routing problem that does not require explicit enumeration of

all cuts. It uses a novel technique to test the connectivity of the

logical topology when a physical link fails. So we used DSS as

a benchmark and compared it with RPTS-CGEN. Since DSS

takes excessively longer computation time, our tests are limited

to the small size physical networks introduced in [30][31] and

shown in Figs. 4(a) – 4(f). The logical topologies were chosen

to be two-edge connected, whose logical nodes are subsets of

Algorithm 1 The protecting spanning tree algorithm ProHst

Input: GP = (VP , EP ), GL = (VL, EL), T = ∅, QM =
∅, PM = ∅, wi(e) = 1, e ∈ EP , w

i(u) = 1, u ∈ EL, i =
0, α =

√
|EP |, β =

√
|EL|.

1: Pick τ , T = T
⋃
τ

2: for all u ∈ τ do

3: Generate lightpath pu {pu forms M(τ)}
4: wi(e) = wi(e) + α, ∀e ∈ pu

5: wi(u) = wi(u) + β

6: end for

7: if wi(e) = 1, ∀e ∈ EP then

8: MC(i)(T ) =MC(i)(T )
⋃
{e}

9: end if

10: PM = PM
⋃
{(τ,M(τ))}

11: while T 6= EL do

12: Generate a minimum weight protecting spanning tree,

τ∗, i.e., w(τ∗) = min
τ∈GL

{w(τ)}

13: if T = T
⋃
τ∗ then

14: Find u with the largest weight. Set all edge weight

to (wi(u) + 1) for all edges in T . Go to 11

15: else

16: T = T
⋃
τ∗

17: for all u ∈ τ∗,M(u) = ∅ do

18: Generate the minimum weight lightpath pu

19: wi+1(e) = wi(e) + α, ∀e ∈ pu

20: end for

21: end if

22: for all u ∈ τ∗ do

23: wi+1(u) = wi(u) + β

24: end for

25: for all e ∈ EP do

26: if wi+1(e) = wi(e) then

27: MC(i+1)(T ) = MC(i)(T ) ∪ {e} {Update the

unutilized physical edge set}
28: end if

29: end for

30: T = T ∪ τ∗, PM = PM ∪ {(τ∗,M(τ∗))}
31: if MC(i+1)(T ) = EP then

32: TERMINATE {Found survivable routing}
33: else

34: i = i + 1

35: end if

36: end while

37: Generate all-utilized physical edge collection Ωi,Ωi =
EP \MC(i)(T )

38: Generate LM , the mapping of the physical edge e to

logical edges whose lightpaths are routed through e,

LM = {(e, LM(e))}, LM(e) = {u : e ∈M(u), e ∈ Ωi}
39: for all e ∈ Ωi do

40: for all u ∈ LM(e) do

41: if ∃ path pũ edge-disjoint to pu then

42: Add a logical edge ũ parallel to u, M(ũ) = pũ

43: else

44: Add two logical edges ũ1, ũ2 parallel to u in GL

45: Map ũ1, ũ2 into edge-disjoint lightpaths

46: Remove u from GL and M(u) from M(T )
47: end if

48: end for

49: end for
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TABLE I
NOTATIONS USED IN SIMULATION RESULTS

Notation Explanation

rL/P logical to physical node ratio

MinDeg/MaxDeg
minimum/maximum/average node degree

/AvgDeg

lCon/pCon logical/physical topology connectivity

RPTS-CGEN MILP with column generation technique

tNum cardinality of protecting spanning tree set

Time execution time of simulation

DSS protecting spanning tree formulation

oGap optimality gap

pnN number of nodes in physical topology

2Con/3Con 2-/3-edge connectivity of physical topologies

ProHst heuristic for the general case

RunNum number of testing instances where survivable
routing is found

physical nodes with cardinality |VL| = rL/P ∗ |VP |, where

rL/P = 0.5. The logical nodes were randomly mapped to

physical nodes and the logical links were selected to satisfy

the connectivity requirements. Tables II and III summarize

the physical and logical network information corresponding

to Figs. 4(a) – 4(f). In total, 40 testing cases were generated

to compare the performance of RPTS-CGEN with DSS. For

each case, we report the average value of 20 instances with

corresponding randomly generated logical networks.

We implemented and tested all (M)ILP approaches, with

CPLEX 12.3 C++ concert callable library. We assigned a

single thread to solve each (M)ILP program to avoid the

complexity of the default cut generation brought in by the

multi-thread functionality in CPLEX. ProHst is implemented

in C++ with COIN-OR LEMON library [32], which also

utilizes a single thread during execution. All codes were run

on a machine with quad-core (with hyperthreading) AMD

Opteron processor and 32GB memory.

Table IV gives the simulation results comparing RPTS-

CGEN with DSS. Note that both are exact solution approaches.

Since DSS takes excessive computation time, we set a time

limit of 30 minutes for each testing instance. We report the

time taken (“Time”, in seconds) and the number of trees gener-

ated (“tNum”) in Table IV for RPTS-CGEN which converges

within the time limit and produces an optimal solution. If DSS

terminates within 30 minutes, we report the optimal solution

with the computation time and set its optimality gap (“oGap”)

to 0%; otherwise, we report the optimality gap obtained from

CPLEX and the time value is the time limit (30 minutes).

Table IV shows that RPTS-CGEN efficiently solves all testing

cases within a second, while DSS does not converge within 30

minutes for four cases. For physical networks G6, NOBEL-

Germany, Norway, DFN, and NSF, the optimality gap is at

least 33.33%. For the other two cases, DSS takes at least

five times the computational time taken by RPTS-CGEN. It is

obvious that RPTS-CGEN outperforms DSS in terms of the

time taken.

B. Comparative Performance of RPTS-CGEN with ProHst

We next evaluate both RPTS-CGEN and ProHst on median

size networks which were randomly generated. The generated

TABLE II
PHYSICAL TOPOLOGIES INFORMATION [13]

Nodes Edges MinDeg MaxDeg AvgDeg

G6 17 31 2 5 3.64

NOBEL-
17 26 2 6 3.06

Germany

Norway 27 51 2 6 3.78

DFN 11 47 2 10 8.55

PDH 11 34 4 8 6.18

NSF 14 21 2 4 3

TABLE III
LOGICAL TOPOLOGIES INFORMATION

lCon rL/P Nodes Edges MinDeg MaxDeg AvgDeg

G6 3 0.5 8 12 3 3 3.00

NOBEL-
Germany

3 0.5 8 12 3 3 3.00

Norway 3 0.5 13 20 3 4 3.77

DFN 3 0.5 5 8 3 4 3.20

PDH 3 0.5 5 8 3 4 3.20

NSF 3 0.5 5 8 3 4 3.20

TABLE IV
RESULTS FOR ILP COMPARISON WITH 2-EDGE CONNECTIVITY PHYSICAL

NETWORK

rL/P lCon
RPTS-CGEN DSS

tNum Time Time oGap

G6 0.5 3 6.56 0.230 30m 66.67%

NOBEL-
Germany

0.5 3 6.22 0.241 30m 33.33%

Norway 0.5 3 9.78 0.615 30m 85.71%

DFN 0.5 3 3.50 0.162 1.326s 0.00%

PDH 0.5 3 3.10 0.128 0.714s 0.00%

NSF 0.5 3 5.20 0.179 30m 33.33%

physical networks are with nodes 20, 30, and 40 with two-

edge and three-edge connectivity. The logical networks are

with node ratio rL/P = 0.4, 0.6, 0.8, and 1.0, and three-

edge and four-edge connectivity. Therefore, in total, 48 testing

cases were generated and tested. For each testing case, we

run 20 random instances and report the average value of the

computation time and the number of logical spanning trees

generated in Table V. In some instances a survivable routing

does not exist, so we report results only for the cases when a

survivable routing is found. “-” in Table V denotes those cases

when ProHst did not converge within 30 minutes.

As shown in Table V, RPTS-CGEN converges in more

instances within the 30-minute time limit when the physical

connectivity is higher. In general, ProHst, which has the

computation time of less than 0.02 seconds for all testing

cases, is much faster than RPTS-CGEN. We observe that

RPTS-CGEN does not converge within the 30-minute time

limit when the logical network is sparse (as measured by the

ratio of connectivity to number of nodes). This is because

when the logical network is sparse, RPTS-CGEN searches

more trees for achieving protection.
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(a) G6 [30] (b) NOBEL-GERMANY [31]

(c) Norway [31] (d) DFN [31]

(e) PDH [31] (f) NSF [31]

Fig. 4. Testing physical networks from literature
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TABLE V
RESULTS FOR COLUMN GENERATION FOR MEDIAN-SIZE NETWORKS

pnN
rL/P lCon

2Con 3Con

ProHst RTPS-CGEN ProHst RPTS-CGEN

20 0.4 3 0.004 0.276 / 8 0.004 0.325 / 7

4 0.004 0.418 / 8 0.005 0.490 / 6

0.6 3 0.005 0.829 / 12 0.005 0.785 / 9

4 0.005 3.982 / 12 0.006 1.208 / 9

0.8 3 0.006 – 0.007 2.602 / 14

4 0.006 – 0.007 2.633 / 13

1.0 3 0.006 – 0.008 5.806 / 15

4 0.007 – 0.008 4.243 / 15

30 0.4 3 0.005 1.142 / 11 0.007 1.555 / 10

4 0.006 2.730 / 12 0.008 2.656 / 10

0.6 3 0.006 1.104/8 0.010 2.825 / 15

4 0.009 – 0.010 8.419 / 13

40 0.4 3 0.007 1.910 / 18 0.008 10.11 / 14

4 0.007 1.455 / 7 0.010 14.86 / 13

0.6 3 0.010 1.951 / 4 0.013 –

4 0.010 3.764 / 12 0.012 –

TABLE VI
RESULTS OF HEURISTIC ALGORITHM FOR MEDIAN SIZE NETWORKS

pnN rL/P lCon RunNum tNum Time

20 0.4 3 17 4.71 0.003

4 20 3.70 0.004

0.6 3 15 5.27 0.004

4 19 4.00 0.005

0.8 3 9 7.11 0.006

4 19 4.05 0.006

1 3 3 6.33 0.006

4 14 4.57 0.007

30 0.4 3 12 5.08 0.006

4 17 4.06 0.006

0.6 3 7 7.57 0.008

4 12 4.35 0.009

0.8 3 3 8.33 0.011

4 14 4.43 0.010

1 3 1 9.00 0.011

4 15 4.60 0.012

40 0.4 3 5 6.20 0.009

4 15 4.53 0.010

0.6 3 5 8.25 0.014

4 18 4.72 0.012

0.8 3 1 12.00 0.015

4 13 5.08 0.016

1 4 14 5.21 0.017

In Table VI, we provide results to demonstrate the ef-

fectiveness of ProHst. We report the number of instances

(out of a total of twenty) when ProHst produces survivable

routings. This number is referred to as RunNum. In general,

it is observed that the success rate is higher when the logical

network is dense. This is because in such cases, more spanning

trees will be available to provide protection.

We have done simulations to compare SMART with ProHst

with 40 randomly generated instances for each physical net-

work, in which rL/P = 0.5 and the logical networks are

TABLE VII
SIMULATIONS COMPARING PROHST WITH SMART

G6
NOBEL-
Germany

Norway DFN PDH NSF

SMART 40 38 40 40 40 40

ProHst 40 32 33 40 38 40

three-connected. To compare these two heuristics fairly, the

augmentation in ProHst is disabled. The results are presented

in Table VII. We observe that the success rate for ProHst is

close to the rate for SMART. We wish to note that SMART

involves identification of circuits, contractions and expansion

of circuits, and finding link disjoint paths in the physical

network between pairs of nodes of the logical links in se-

lected circuits. Contractions and expansion operations require

sophisticated data structures for implementation. Finding link-

disjoint paths between multiple pairs of nodes is NP-complete,

and approximation algorithms available for this are far from

satisfactory. On the other hand, ProHst requires Dijkstra’s

shortest path algorithm, Kruskal/Prim’s minimum spanning

tree algorithm, and Suurballe’s disjoint path algorithm, which

are quite easy to implement.

To verify how our proposed heuristic performs over large-

scale optical networks, we took the CORONET Continental

United States (CONUS) topology [33], illustrated in Fig. 5, as

the physical network which has 75 nodes, 99 edges, and an av-

erage of 2.6 nodal degrees. Different from prior testing cases,

the CONUS network has only 36 nodes (48%) with nodal

degrees three and above. We constructed logical networks with

36 nodes and connectivities three and four, where logical nodes

are randomly mapped onto physical nodes with degrees three

and above. For these two testing scenarios, we ran 10 cases

each and report the computational results as follows. With

logical connectivity three, our heuristic cannot find a surviv-

able routing. Our heuristic can obtain one survivable routing

when the logical connectivity is four. Even if the survivable

routing is not found for the tested cases, ProHst still generates

a collection of logical spanning trees and routing. On average,

34 and 33 spanning trees were generated for the tested cases

with logical connectivity three and four, respectively. Though

these generated logical spanning trees and the routing cannot

guarantee survivability, on average, our algorithm protects

about 70.9% and 92.4% of the total number of physical edges

for logical connectivities three and four, respectively. We wish

to note that neither RPTS-CGEN nor DSS can produce feasible

solutions after hours of computation for the same testing cases.

We observe from these computational results that (1) when

the physical network is with low nodal degree, it is hard to

find a survivable routing, this is because in sparse networks

choices available for mappings are limited; and (2) even if

the proposed heuristic cannot find a survivable routing, it can

still generate a routing which can protect the logical topology

against majority of the physical link failures in significantly

shorter time than RPTS-CGEN and DSS.
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Fig. 5. CONUS

VII. CONCLUSION

In this paper, we proposed a novel approach based on the

concept of protecting spanning tree set of the logical topology.

The basic idea is to identify a set of spanning trees of the

logical topology and a routing of the logical links such that at

least one of these trees remains connected after a physical

link failure. Given a set of logical spanning trees we first

presented three optimization problems with varying degrees

of difficulty relating to this approach and discussed their

(M)ILP formulations. To handle the general case when the

routing and the tree set are to be determined we presented

a new MILP formulation. We discussed how one can use

the column generation technique to speed up the execution

of this formulation and also obviate the need to store all

spanning trees at the beginning of the execution of this MILP.

This MILP along with the column generation technique is

called RPTS-CGEN. For the general case we also presented a

heuristic approach. We incorporate in this heuristic a method to

augment the logical topology with additional links to guarantee

a survivable routing.

The new heuristic has several nice features. It only requires

a shortest path algorithm and an algorithm to generate appro-

priate spanning trees. An algorithm such as the one in [34] that

generates spanning trees one at a time in a simple and elegant

manner is an appropriate candidate for use in this approach.

Though this spanning tree generation algorithm was not used

in Algorithm 1, incorporating it in Algorithm 1 will be an

interesting future direction of research.

Moreover, the approach identifies a group of spanning trees

of the logical graph and a lightpath routing of the logical links.

Each tree is identified with a group of physical edges such that

failure of one or more of these edges will leave at least one

of the trees remains connected, guaranteeing the survivability

of the logical topology against these group failures. Thus the

algorithm provides a framework for generating a survivable

routing for the SRLG failure case.

Extensive simulations have been performed to evaluate our

MILP formulation RPTS-CGEN and our heuristic ProHst. We

have provided comparison of RPTS-CGEN with another MILP

formulation DSS [29]. RPTS-CGEN provides survivable rout-

ing in all cases considered in less than 0.2 seconds, whereas

DSS did not converge within the specific time limit of 30

minutes.

We have also provided comparison of RPTS-CGEN with

ProHst. In all cases, ProHst took less than 0.02 seconds and is

much faster than RPTS-CGEN. It is also found that the success

rate of ProHst in finding survivable routings is much better

when the logical graph is dense. In most cases, we observed

that only a small number of augmented edges are required for

our heuristic when the routing is not survivable.

We believe that the approach along with mathematical

programming [1] and structural approaches [2][3][4] provide

several insights into the survivable logical topology routing

problem in an IP-over-WDM optical network.
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